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 We investigate the effectiveness of neural machine translation in 
a low-resource setting, where particular attention is given to 
preserving the rhetorical style of a given persona. In particular, we 
DWWHPSW�WR�FRPSOHWH�&LFHUR¶V�WUDQVODWLRn of Timaeus, a text originally 
written by Plato in Attic Greek. Due to the scarcity of parallel Attic 
Greek and Classical Latin text, we use English as a pivot language. 
Finally, we explore how additional texts, which may help improve the 
accuracy of the model, affect the preservation of a particular persona 
(i.e. Socrates) through translation into the pivot language and 
subsequently the target language. 
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I. INTRODUCTION 
 In this paper, we investigate the effectiveness of neural 
machine translation in a low-resource setting, where particular 
attention is given to preserving the rhetorical style of a given 
persona. In the first century BCE, the Roman orator and 
senator Cicero began to translate into Classical Latin the 
philosophical work Timaeus, a text originally written by Plato 
in Attic Greek. However, Cicero completed only one-third of 
the translation before his death. Despite the recent 
advancements in the field of machine translation, completing 
WKH� UHPDLQGHU� RI� &LFHUR¶V� WUDQVODWLRQ� UHPDLQV� D significant 
challenge due to (1) the scarcity of parallel Attic Greek and 
&ODVVLFDO�/DWLQ�WH[W�DQG�����WKH�QHHG�WR�PLPLF�QRW�RQO\�&LFHUR¶V�
writing style but also the persona of Socrates, a character who 
occupies a major role within Timaeus and maintains a 
FRQVLVWHQW�SHUVRQDOLW\�LQ�DOO�RI�3ODWR¶V�WH[WV�� 

One approach in such a low-resource setting is to use 
outside texts [1]-- in our case, other texts that were written by 
Plato and Cicero but differ markedly from Timaeus in format 
and content. However, this approach creates a tension between 
accuracy and fidelity: additional texts help improve the 
DFFXUDF\� RI� WKH�PRGHO� EXW�PD\� FDXVH� D� ³ZDVKLQJ� RXW´� HIIHFW�
when trying to preserve a persona through translation. In this 
paper, we investigate this effect by examining how well the 
persona of Socrates is preserved in the face of additional data 
that differs in style, format, and content.  

 

 

II. DATASETS 
Neural machine translation (NMT) has been shown to 

surpass the performance of more conventional techniques (e.g. 
statistical machine translation) when a significant amount of 
training data exists between the language pairs [2, 3]. In this 
task, however, there are only 117 sentences in the translated 
portion of Timaeus -- much too little data for training. 
Although there is a scarcity of additional parallel Attic Greek 
and Classical Latin texts, we can use English as a pivot 
language [4, 5]. That is, we train separate Greek-to-English and 
English-to-Latin models and construct a separate training set 
for each.  

For the Greek-to-(QJOLVK�GDWDVHW��ZH�XVH�DOO�RI�3ODWR¶V�WH[WV�
available through the Perseus Digital Library [6] which 
consists of 31,678 sentences. Of these 31,678 lines, 
DSSUR[LPDWHO\� ��N� DUH� ZULWWHQ� LQ� 6RFUDWHV¶� YRLFH� ZKLOH� WKH�
remaining 15k are spoken by the narrator or other minor 
characters. We train our baseline model on just the 16k lines 
VSRNHQ�E\�6RFUDWHV�DQG�D�³QRLV\´�PRGHO�RQ�WKH�VDPH���N�OLQHV�
plus the additional 15k lines by other characters. Likewise, the 
English-to-Latin datDVHW� FRQWDLQV� PRVW� RI� &LFHUR¶V� WH[WV�
available through the Perseus Digital Library1 and consists of 
11,123 sentences.  

The Greek-to-English dataset was manually aligned in its 
entirety by one of the authors. The English-to-Latin dataset 
was first aligned using Hunalign [7]. These alignments were 
then manually reviewed and corrected by one of the authors.  

Note that this additional data differs in style, format, and 
content from Timaeus thus forming a type of transfer learning. 

III. MODELS 
Two pivot-based models were trained to investigate how 

the addition of less-UHOHYDQW��³QRLV\´�GDWD�WR�WKH�GDWDVHW�DIIHFWV�
(1) the preservation of a particular persona through a pivot 

                                                           
1 Plato wrote in Attic Greek, a dialect distinct enough from Koine Greek as to 
prevent the inclusion of biblical texts in the training set. Classical Latin is also 
distinct from the Latin used in the composition of biblical texts at the start of 
the first millennium. As such, we use the term ³Greek´ to refer to ³Attic 
Greek´ and ³Latin´ to refer to ³Classical Latin.´ 

We like would to express our appreciation to the McCormick Student 
Research Grant in the Sciences for funding this research. 



language and target language and (2) the accuracy of the 
translation on the test set. 

1. Baseline: The baseline model consists of two separate 
source-pivot models. The first source-pivot model was 
trained on only the subset of lines from the Greek-to-
English dataset that were in the voice of Socrates 
(approximately 16k lines). The second source-pivot 
model was trained using the remaining lines spoken by 
the narrator or other minor characters (approximately 
15k lines). For each sentence in the test set, the speaker 
is first identified and the sentence is routed to the 
correct model.   

2. Noisy: The Noisy model was trained using the entirety 
of the Greek-to-English dataset where 50% of the 
training GDWD� LV� IURP� 6RFUDWHV¶� DQG� ���� IURP� RWKHU�
characters. 

Note that both models use the same pivot-target model -- 
i.e., both models use the same English-to-Latin model. 

IV. ENCODER-DECODER RNNS 
In this section, we provide a brief overview of the encoder-

decoder recursive neural network (RNN) model [8] used in this 
paper for translation. Let x = [x1 x2 «�[n] be an input sentence. 
7KH� ³HQFRGHU´� 511� LQFUHPHQWDOO\� EXLOGV� D� IL[HG-length 
encoding h of the input sentence given by 

h = g(h1, h2��«��hn) where ht = f(ht-1, xt) for t = 1...n        (1) 

The encoding h is a function of the partial encodings (h1, 
h2��«�hn) of the sentence where the partial encoding ht is itself 
a function of two quantities: the content of the sentence up to 
this point (captured by ht-1) and the next word xt. The function 
g is commonly chosen to be g(h1, h2��«��hn) = hn, that is hn is 
assumed to be a sufficient encoding of the entire sentence. One 
common choice for the function f is a long short-term memory 
(LSTM) model [9, 10] that keeps track of an internal state as a 
form of short-term memory. At each step, the new state is 
derived from the previous one in a process of forgetting and 
then updating in response to the new word xt. 

Given the final encoding of the input sentence (which we 
denote as hx), the translation y=[y1 y2 «�\m] is generated using 
DQRWKHU� ³GHFRGHU´� 511�� $W� HDFK� VWHS�� D� ZRUG� \t is sampled 
conditioned on the previously generated word yt-1, the partial 
encoding ht-1 of the translation, and the encoding of the input 
sentence hx. That is, 

p(yt | y1...yt-1, hx) = f(ht-1, yt-1, hx)                                       (2) 

Note f must produce a valid probability distribution and is 
typically accomplished by passing the output of the LSTM 
through the softmax function.  

In our experiments, we augment the model by using a 
bidirectional encoding (where we compute partial encodings 
from the beginning of the sentence forward and from the end 
of the sentence backward) and an attention mechanism (where 
the generation of each word yt is now conditioned on a 
weighted sum of the partial encodings of x learned for each yt 
rather than conditioning on hx) [2]. 

V. EXPERIMENTS 
We use the OpenNMT-py library [11].  All encoder RNNs 

are 2-layer bidirectional LSTMs with encoding dimension of 
500 (i.e. the forward and backward encodings each have 
dimension 250). The decoder RNN is also a 2-layer 
bidirectional LSTM with dimension 500. We use stochastic 
gradient descent for optimization and a dropout probability of 
0.3. We use a learning rate of 0.5 for all source-pivot models 
and a learning rate of 0.1 for the pivot-target (i.e. English-to-
Latin) model. The validation sets were made by removing the 
last 100 lines from every 1000 lines, resulting in a validation 
set that was approximately 10% the size of the training set and 
which represented the variety of data within the given dataset. 
The models were trained until the performance on the validity 
stopped improving and saved every 50 iterations.  

VI. RESULTS 
The models achieved the following BLEU [12] scores (where 
larger values are better): 
 

Model Overall 
BLEU 

1-gram 2-gram 3-gram 4-gram 

Baseline Greek-to-
English 

0.34 11.70 1.60 0.10 0.00 

English-
to-Latin 

0.00 4.00 0.10 0.00 0.00 

Noisy Greek-to-
English 

1.60 26.70 4.40 0.50 0.10 

English-
to-Latin 

0.90 20.20 2.70 0.20 0.10 

 

The Greek-to-English BLEU scores are calculated by 
comparing the English prediction with the actual English 
translation. The English-to-Latin BLEU scores are calculated 
by comparing the Latin prediction (which is translated from the 
English prediction) with the actual Latin translations. As a 
result, any errors in the English translation will affect the Latin 
translation.   

As expected, the Noisy model attains higher BLEU scores 
than the Baseline model ostensibly due to the larger amount of 
training data (i.e. 31k sentences for the Greek-to-English 
Baseline model as opposed to only 16k sentences for the Noisy 
model).  

When we examine the translations, we see the Noisy model 
ZDV�VWLOO�DEOH�WR�SUHVHUYH�6RFUDWHV¶�SHUVRQDOLW\�GHVSLWH�����RI�
WKH�WUDLQLQJ�GDWD�FRPLQJ�IURP�RWKHU�FKDUDFWHUV��6RFUDWHV¶�VW\OH�
of argument depends on asking questions in order to reveal a 
FRQWUDGLFWLRQ� LQ� DQRWKHU¶V� ORJLFDO� DVVHUWLRQ� >��@�� 7KLV� PRVW�
RIWHQ� WDNHV� WKH� IRUP�RI� DVNLQJ� D� QHJDWLYH�TXHVWLRQ� �H�J�� ³LV� LW�
QRW�VR� WKDW«´��DQG�EURDGHQLQJ� WKH� LPSOLFDWLRQV�RI� WKH� ORJLFDO�
assertioQ�WR�LQFOXGH�QRW�MXVW�VRPH�WKLQJV��EXW�DOO�WKLQJV��H�J��³LQ�
P\� FLW\�� LQ� \RXU� FLW\�� LQ� HYHU\� FLW\´��� %HORZ� ZH� VKRZ� DQ�
example translation of a sentence spoken by Socrates under 
both models: 

 

 

 



Greek:   

ਛȡૃ Ƞ ȖȣȝȞĮıĲȚțૌ țĮ ȝȠȣıȚțૌ ȝĮșȒȝĮıȓȞ� Ĳİ� ıĮ�
ʌȡȠıȒțİȚ�ĲȠȪĲȠȚȢ��ਥȞ�ਚʌĮıȚ ĲİșȡȐĳșĮȚ�� 

Correct English:  

Were they not to be trained in gymnastics and in music and 
in all other learned things proper for such men? 

Baseline Translations: 

We must say that it is not easy to live and injustice in every 
case , and that in every case it is impossible to be born in 
every case 

Non est id , quod in rebus et in re publica est  

Noisy Translations:  

it is not in respect of wrong and with music and music in all 
the studies of all the things in which it is in all respects 

non modo est , et in omni rebus est , in quo rebus est est 

In this example translation from the Baseline model, we see 
WKH�LQFOXVLRQ�RI�QHJDWLYH�TXHVWLRQLQJ��³LW�LV�QRW´��³1RQ�HVW�LG´��
and a EURDG�JHQHUDOL]DWLRQ�LQ�WKH�ODWWHU�SDUW�RI�WKH�VHQWHQFH��³LQ�
HYHU\� FDVH´�� ³HW� LQ� UH� SXEOLFD� HVW´��� ,Q� &LFHUR¶V� WH[WV�� WKH�
Republic stands for the culmination of the most important and 
central aspects of life, morality, and culture; Cicero uses the 
SKUDVH�³LQ�UH�SXEOLFD´�RIWHQ�WR�VLJQDO�WKDW�D�FRQFHSW�DSSOLHV�WR�
DOO� WKLQJV��,Q�WKLV�ZD\��WKH�LQFOXVLRQ�RI�WKH�/DWLQ�SKUDVH�³HW�LQ�
UH�SXEOLFD�HVW´�VKRZV�D�WUDQVIHU�RI�6RFUDWHV¶�*UHHN�SHUVRQDOLW\�
LQWR� &LFHUR¶V� 5RPDQ� PLQGVHW�� 7KHVH� DWWULEXWHV� RI� 6RFUDWHV
�
rhetorical style still persist in the noisy model despite the 
addition of approximately 50% more non-relevant lines: 

In the Noisy model we also observe an improved 
YRFDEXODU\��7KH�*UHHN�ZRUG�ȝȠȣıȚțૌ comes through correctly 
DV� ³PXVLF´� LQ� WKH� 1RLV\� PRGHO�� EXW� GRHV� Qot appear in the 
translation in the Baseline model; likewise the Greek word 
ȝĮșȒȝĮıȓȞ�LV�FRUUHFWO\�WUDQVODWHG�DV�³VWXGLHV´��OLWHUDOO\��³WKLQJV�
OHDUQHG´��LQ�WKH�1RLV\�PRGHO�EXW�QRW�WKH�%DVHOLQH�PRGHO� 

Now we show a second example demonstrating the same 
persistence of Socrates¶ rhetorical style in both models.  

Greek:  

ਛȡૃ ȠȞ�Ƞ Ĳઁ ĲȞ�ȖİȦȡȖȞ�ıĮȚ�Ĳİ�ਙȜȜĮȚ ĲȑȤȞĮȚ�ʌȡĲȠȞ�ਥȞ�
ĮĲૌ ȤȦȡȢ� įȚİȚȜȩȝİșĮ� ਕʌઁ ĲȠ૨ ȖȑȞȠȣȢ� ĲȠ૨ ĲȞ�
ʌȡȠʌȠȜİȝȘıȩȞĲȦȞ� 

Correct English:  

Did we not begin by dividing off the class of land-workers 
in it, and all other crafts, from the class of its defenders? 

Baseline Translations: 

And is not that which is the greatest of all the rulers in the 
world for the sake of the multitude  

hoc est enim hoc est , quod est publicae , ut rei publicae 
populi Romani . 

 

 

Noisy Translations:  

It is not , then , in regard to the majority of the Greeks in 
the world from which the universe has in it in the world 
from which the rules of the universe is distinct from it . 

Est igitur est , ut in omni genere publica , quod in omni 
genere publica , in quo in re publica est . 

 Notice in the second example that the English ³universe´ 
gets transmitted in Latin as ³in re publica est.´ This phrase, 
roughly meaning ³in the republic,´ show again Cicero¶s 
equating of the Republic and the Roman people as the most 
general category. In this second example, however, we do not 
observe the persistence of Socrates¶ style of negative 
questioning in either Latin translation. Because this error 
appears in both the Baseline and Noisy model, we attribute this 
to the limited amount of English-to-Latin data used to the train 
the English-to-Latin model. 

VII. CONCLUSION 
The translations produced by the Baseline model 

demonstrate that it is possible to preserve a persona when 
translating via a pivot language. We also demonstrated with the 
1RLV\�PRGHO� WKDW� 6RFUDWHV¶� UKHWRULFDO� VW\OH� LV� QRW� GLPLQLVKHG�
HYHQ�ZKHQ�����RI�WKH�WUDLQLQJ�GDWD�LV�³QRLV\´�-- i.e., contains 
sentences spRNHQ�E\�RWKHU�FKDUDFWHUV��7ZR�DVSHFWV�RI�6RFUDWHV¶�
personality, his negative framing of questions and his tendency 
to generalize a logical assertion, were maintained in both the 
Baseline and Noisy model. We also see higher BLEU scores 
for the Greek-to-English models than the English-to-Latin 
models, likely because the Greek-to-English models were 
trained with approximately three times as much data as the 
English-to-Latin models. 

VIII. FUTURE WORK 
We are currently experimenting with training additional 

models that have been pre-trained using 100k lines of target-
side monolingual data; that is, the Greek-to-English models 
will be pre-trained with 100k English lines and the English-to-
Latin models will be pre-trained with 100k Latin lines. Target-
side monolingual data has been shown to be an effective 
method of improving translation results without changes to the 
network architecture [14]. We will experiment with using pre-
trained models for both the Baseline and Noisy models, testing 
if pre-training these models impacts the extent to which 
6RFUDWHV¶� SHUVRQDOLW\� LV� SUHVHUYHG� DV� WKH� DPRXQW� RI� ³QRLV\´�
GDWD� LQFUHDVHV��7KDW� LV�� KRZ�PXFK�³QRLV\´�GDWD�FDQ�EH�DGGHG�
EHIRUH�6RFUDWHV¶�SHUVRQDOLW\�EHFRPHV�ZDVKHG�RXW. 

IX. RELATED WORK 
See [2, 8, 15] for an introduction to using recurrent neural 

networks for mapping sentences to sentences (e.g. for machine 
translation or dialogue generation). For RNN models that 
attempt to preserve personality, see [16]. The use of a pivot 
language for machine translation was introduced by [4] for 
statistical machine translation and has since become a standard 
technique in NMT [5]. 
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