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SL: PUTTING IT ALL 
TOGETHER 

Quiz information 

¨  The second midterm exam is next week Friday 
(4/25) 

¨  In-class (50 minutes!) 
¨  More details posted this week 
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Quiz information 

¨  Covered 
¤ Markov models, filtering, smoothing, particle filtering 
¤  Supervised learning, decision trees 
¤  Perceptrons, neural networks 
¤  Support vector machines, naïve Bayes 
¤  Ensembles 
¤ Clustering 

¨  Not Covered 
¤  Prediction, Most likely explanation, Viterbi Algorithm 
¤  Pruning decision trees 
¤ Won’t ask you to derive Delta algorithm, Backprop., SVMs 
¤  Expectation Maximization 
¤ No calculator needed 

Today 

¨  Reading 
¤ AIMA 18.4 
 

¨  Goals 
¤ Step 1: Formulating the problem 
¤ Step 2: Exploring the data 
¤ Step 3: Feature Selection 
¤ Step 4: Training 
¤ Step 5: Testing 

The first 4 steps are not 
necessarily done in a 

strict linear progression 
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Recap: Machine Learning 

¨  The goal of machine learning is to learn from data 
¤ We might use machine learning to 

n  learn the probabilities for a Bayesian network 
n  learn the topology of a Bayesian network 

 

¨  Three types of learning 
¤ Supervised learning – learning with labels 
¤ Unsupervised learning – learning without labels 
¤ Reinforcement learning – learning with rewards 

Overview 
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Step 1: Formulate the problem 

¨  What quantity are you predicting? 
¤  Regression 

n  Range? Changing over time? 
¤  Classification 

n  Binary classification? Multi-class classification? 
n  Singly-labeled? Multi-labeled? 
n  For multi-labeled classification tasks, how correlated are the labels? 

¨  What data do you have? 
¤  Where to get labeled data? (Amazon mechanical turk) 
¤  How much labeled data? 
¤  What is the quality of the labeled data? 
¤  Are the labels learnable given the data? 
¤  Is the distribution of labels in the data skewed/imbalanced? 
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Multi-class Classification 

¨  Generalization of binary classification to 
more than 2 classes 

 

¨  One-versus-all 
¤  Train C independent binary classifiers: one for each 

label 
¤  For classifier c 

n  Examples with label c are positive examples 
n  All other examples are negative examples 

 

¤  At prediction time, choose label whose corresponding 
classifier has highest “confidence” 

¨  One-versus-one 
¤  Train C(C-1)/2 binary classifiers 
¤  At prediction time, each classifier votes for a label 

NN, NNP, VBZ, DT, RB,…  

Multi-class Classification 
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Multi-label Classification 

¨  Each example can be labeled with 
multiple labels 
¤ Don’t confuse this with multi-class 

classification! 
¤ Common for document classification or 

object recognition 

¨  One-vs-all 
¨  One classifier for every possible combination of labels 

¤  Combinatorial explosion 
¤  Limited training data 

Step 2: Exploratory Data Analysis 

¨  Look at the data. It’s surprising how often we forget 
to actually do this! 

¨  Exploratory Data Analysis (EDA) is a statistical 
mindset 
¤ Box plots, histograms, scatter plots, mean, mode, 

deviations 
¤ Can guide the modeling process by 

n give you insight into the data 
n help (in)validate your assumptions 
n detect outliers 
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Step 3: Feature Selection 

¨  What features should I use? 
¤  Dimensionality reduction if exist time/space constraints 
¤  Reduce noise in the data (irrelevant or redundant features) 

¨  Dimensionality reduction 
¤  Principal component analysis (PCA) 
¤  Singular value decomposition (SVD) 
¤  Canonical correlation analysis (CCA) 

¨  Regularization 
¤  Use every feature but penalize classifiers that are overly complex 
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encourages sparse 
weight vectors 

Step 4: Training 

¨  Pick your classifier 
¤ Decision tree, perceptron, neural network, SVM, linear 

regression, logistic regression, random forests, 
ensembles, Gaussian process regression, hidden Markov 
models, conditional random field, Bayesian networks,… 

¨  Your choice is informed by all of the previous steps 
¤ Formulating the problem 
¤ EDA 

¨  Often there are parameters that must be tuned… 
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Step 4: Training 

¨  K-fold cross validation 
¤  Choose a classifier 

¤  Tune a parameter 
¤  Provide confidence intervals 
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Training Data Split into K equal sets 
(folds, partitions) 

Repeat K times: 
Train on K-1 sets 

Test on 1 set 

Test on this set 

Step 4: Training 
710 Chapter 18. Learning from Examples

function CROSS-VALIDATION-WRAPPER(Learner , k , examples) returns a hypothesis

local variables: errT , an array, indexed by size, storing training-set error rates
errV , an array, indexed by size , storing validation-set error rates

for size = 1 to ∞ do
errT [size], errV [size]←CROSS-VALIDATION(Learner , size, k , examples)
if errT has converged then do

best size← the value of size with minimum errV [size]
return Learner(best size, examples)

function CROSS-VALIDATION(Learner , size , k , examples) returns two values:
average training set error rate, average validation set error rate

fold errT ← 0; fold errV ← 0
for fold = 1 to k do

training set , validation set ← PARTITION(examples , fold , k )
h ←Learner (size , training set )
fold errT ← fold errT + ERROR-RATE(h, training set)
fold errV ← fold errV +ERROR-RATE(h, validation set )

return fold errT /k , fold errV /k

Figure 18.8 An algorithm to select the model that has the lowest error rate on validation
data by building models of increasing complexity, and choosing the one with best empir-
ical error rate on validation data. Here errT means error rate on the training data, and
errV means error rate on the validation data. Learner(size, examples) returns a hypoth-
esis whose complexity is set by the parameter size , and which is trained on the examples .
PARTITION(examples, fold, k) splits examples into two subsets: a validation set of size N/k

and a training set with all the other examples. The split is different for each value of fold.

18.4.2 From error rates to loss

So far, we have been trying to minimize error rate. This is clearly better than maximizing
error rate, but it is not the full story. Consider the problem of classifying email messages
as spam or non-spam. It is worse to classify non-spam as spam (and thus potentially miss
an important message) then to classify spam as non-spam (and thus suffer a few seconds of
annoyance). So a classifier with a 1% error rate, where almost all the errors were classifying
spam as non-spam, would be better than a classifier with only a 0.5% error rate, if most of
those errors were classifying non-spam as spam. We saw in Chapter 16 that decision-makers
should maximize expected utility, and utility is what learners should maximize as well. In
machine learning it is traditional to express utilities by means of a loss function. The lossLOSS FUNCTION

function L(x, y, ŷ) is defined as the amount of utility lost by predicting h(x)= ŷ when the
correct answer is f(x)= y:

L(x, y, ŷ) = Utility(result of using y given an input x)

− Utility(result of using ŷ given an input x)
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Step 5: Testing 

¨  We have a final hypothesis 
 

¨  We now use our hypothesis to predict on new 
(unseen) examples from the test set.  
¤ There’s no going back and tweaking the classifier 

based on its test set performance! 
 

¨  Where do these new unseen examples come from? 
¤ External source 
¤ Set aside from training data 

 

Binary Classification: Measures of Performance 

¨  Let DTEST = { (xi, yi) | i=1…N} be our test set and { hi } 
be the set of predicted values 
 

¨  The contingency table is given by: 

 

¤  TP is the number of true positives 
¤  FP is the number of false positives 
¤  FN is the number of false negatives 
¤  TN is the number of true negatives 

 

y = 1 y = 0 

h = 1 TP FP 

h = 0 FN TN 
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y = 1 y = 0 

h = 1 TP FP 

h = 0 FN TN 

p(Y |x1, x2, . . . , xn

)

/ p(Y, x1, x2, . . . , xn

)

= p(x1|x2, . . . , xn

, Y ) . . . p(x
n

|Y )p(Y )

= p(x1|Y )p(x2|Y ) . . . p(x
n

|Y )p(Y )

= p(Y )
nY

i=1

p(x
i

|Y )

Accuracy =
TP + TN

TP + FP + TN + FN

Precision =
TP

TP + FP

Recall =
TP

TP + FN

F1-score = 2 · Prec · Recall
Prec + Recall

8

Contingency Table 

Binary Classification: Measures of Performance 
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Binary Classification: Measures of Performance 
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yc = 1 yc = 0 

hc = 1 TPc FPc 

hc = 0 FNc TNc 

Contingency Table 

Multi-class Classification: Measures of performance 

¨  Evaluate each label separately 
using a “one-vs-all” approach 
¤  Macro-averaging 

n  Compute the measure (precision, 
recall, F1) for each class 

n  Average across all C classes 

n  Gives equal weight to all classes 

¤  Micro-averaging 
n  Pool the TP, FP, FN, TN for all C 

classes 
n  Compute the measure (precision, 

recall, F1) 
n  Weighted towards performance of 

most likely class 

Regression: Measures of performance 

¨  Mean-squared error 
¨  Root mean-squared error 
¨  Mean absolute error 
¨  Mean absolute percentage 
¨  … 
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Summary 

¨  Overview 
¤  Step 1: Formulate the problem 
¤  Step 2: Explore the data 
¤  Step 3: Feature Selection 
¤  Step 4: Training 
¤  Step 5: Testing 

¨  Lessons 
¤  Choose supervised over unsupervised learning 
¤  Reproducibility 
¤  Think of how you would justify each decision you made 
¤  Start simple and iterate 


