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PROBABILISTIC 
REASONING OVER TIME 

Today 

!  Reading 
! AIMA Chapter 15.1-15.2, 15.5 

!  Goals 
! Case study: Latent Dirichlet allocation 
! Reasoning with uncertainty over time 
! Types of inference 

" Filtering, prediction, smoothing, most likely explanation  

America Chambers
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Case Study: Latent Dirichlet Allocation 

Latent Dirichlet Allocation (LDA) is a Bayesian network 
that describes a hypothetical process of generating a 

document 
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Figure 2.1: The plate notation for latent Dirichlet allocation.

where W is the size of the vocabulary, 0  �
ti

 1, and
P

i

�
ti

= 1. The value �
ti

is

the probability of the ith word in the vocabulary under the t-th topic. We denote all T

topics collectively as �. Note that T is a parameter set by the user. For a non-parameteric

extension of LDA, where T is learned from the data see [66].

To generate a document, a distribution over the set of T topics is first sampled. We follow

the convention of using ✓
d

to represent this distribution over topics for the dth document.

Then ✓
d

= (✓
d1

, . . . , ✓
dT

) where 0  ✓
dt

 1, and
P

t

✓
dt

= 1. The value ✓
dt

is the probability

of the t-th topic under the dth document. We denote all D distributions collectively as ✓

where D is the total number of documents.

To generate each word in the document, a topic is first sampled from ✓
d

and then a word

is sampled from the corresponding topic. This process is repeated for each word in the

document. As an example, a document about drug usage in professional sports might give

high-probability to the “football” topic, and a “baseball” topic, as well as a “drug” topic,

and give low (or zero) probability to the remaining topics. To generate a word, we would

first sample a topic. If we sampled the “baseball” topic, we would look up the corresponding
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Plate notation is a compact 
representation of a BN where 
boxes (i.e. plates) are analogous 
to for-loops 

Case Study: LDA 

Latent Dirichlet Allocation is a Bayesian network that 
describes a hypothetical process of generating a 
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!  Similarities/differences to past 
examples? 

!  What are the independencies 
encoded in the Bayesian 
Network? 
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Case Study: Inference in LDA 

!  Marginalize out�and� 
!  Use Gibbs sampling to draw samples from the 

posterior distribution: 
   p(z|w)      p(z,w) 

!  Each sample is an assignment of words to topics 
!  We want the most likely assignment, i.e. the 

assignment of words to topics that has the highest 
probability 

p(X = x, Y = y|Z = z) = p(X = x|Z = z) · p(Y = y|Z = z)

<
0.2

0.2 + 0.3
,

0.3
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p(X,Y ) / p(X|Y )

p(W,T ) =<
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p(j,m, a,¬b,¬e) = p(j|m, a,¬b,¬e)p(m|a,¬b,¬e)p(a|¬b,¬e)p(b|¬e)p(e)
= p(j|a)p(m|a)p(a|¬b,¬e)p(b)p(e)
= 0.9 · 0.7 · 0.001 · 0.999 · 0.998

p(b|j,m) /
X
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p(b) · p(e) · p(j|a) · p(m|a) · p(a|b, e)

= p(b)
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e

p(e)
X

a

p(j|a) · p(m|a) · p(a|b, e)

p(B|j,m) = ↵ p(B)
X

e

p(e)
X

a

p(a|B, e) p(j|a) p(m|a)

= ↵ f1(B)
X

e

f2(e)
X

a

f3(A,B,E) f4(A) f5(A)

= ↵ f1(B)
X

e

f2(e) f6(B,E)

= ↵ f1(B) f7(B)

/

5

Case Study: Latent Dirichlet Allocation 

1. Introduction 

Many chapters in this book illustrate that applying a statistical method such as Latent Semantic Analysis (LSA; 
Landauer & Dumais, 1997; Landauer, Foltz, & Laham, 1998) to large databases can yield insight into human 
cognition. The LSA approach makes three claims: that semantic information can be derived from a word-document 
co-occurrence matrix; that dimensionality reduction is an essential part of this derivation; and that words and 
documents can be represented as points in Euclidean space. In this chapter, we pursue an approach that is consistent 
with the first two of these claims, but differs in the third, describing a class of statistical models in which the 
semantic properties of words and documents are expressed in terms of probabilistic topics. 

Topic models (e.g., Blei, Ng, & Jordan, 2003; Griffiths & Steyvers, 2002; 2003; 2004; Hofmann, 1999; 2001) are 
based upon the idea that documents are mixtures of topics, where a topic is a probability distribution over words. A 
topic model is a generative model for documents: it specifies a simple probabilistic procedure by which documents 
can be generated. To make a new document, one chooses a distribution over topics. Then, for each word in that 
document, one chooses a topic at random according to this distribution, and draws a word from that topic. Standard 
statistical techniques can be used to invert this process, inferring the set of topics that were responsible for 
generating a collection of documents. Figure 1 shows four example topics that were derived from the TASA corpus, 
a collection of over 37,000 text passages from educational materials (e.g., language & arts, social studies, health, 
sciences) collected by Touchstone Applied Science Associates (see Landauer, Foltz, & Laham, 1998). The figure 
shows the sixteen words that have the highest probability under each topic. The words in these topics relate to drug 
use, colors, memory and the mind, and doctor visits. Documents with different content can be generated by choosing 
different distributions over topics. For example, by giving equal probability to the first two topics, one could 
construct a document about a person that has taken too many drugs, and how that affected color perception. By 
giving equal probability to the last two topics, one could construct a document about a person who experienced a 
loss of memory, which required a visit to the doctor.       

word prob. word prob. word prob. word prob. 
DRUGS .069 RED .202 MIND .081 DOCTOR .074

DRUG .060 BLUE .099 THOUGHT .066 DR. .063
MEDICINE .027 GREEN .096 REMEMBER .064 PATIENT .061

EFFECTS .026 YELLOW .073 MEMORY .037 HOSPITAL .049
BODY .023 WHITE .048 THINKING .030 CARE .046

MEDICINES .019 COLOR .048 PROFESSOR .028 MEDICAL .042
PAIN .016 BRIGHT .030 FELT .025 NURSE .031

PERSON .016 COLORS .029 REMEMBERED .022 PATIENTS .029
MARIJUANA .014 ORANGE .027 THOUGHTS .020 DOCTORS .028

LABEL .012 BROWN .027 FORGOTTEN .020 HEALTH .025
ALCOHOL .012 PINK .017 MOMENT .020 MEDICINE .017

DANGEROUS .011 LOOK .017 THINK .019 NURSING .017
ABUSE .009 BLACK .016 THING .016 DENTAL .015

EFFECT .009 PURPLE .015 WONDER .014 NURSES .013
KNOWN .008 CROSS .011 FORGET .012 PHYSICIAN .012

PILLS .008 COLORED .009 RECALL .012 HOSPITALS .011

Topic 56Topic 247 Topic 5 Topic 43

 
Figure 1. An illustration of four (out of 300) topics extracted from the TASA corpus. 

 

Representing the content of words and documents with probabilistic topics has one distinct advantage over a purely 
spatial representation. Each topic is individually interpretable, providing a probability distribution over words that 
picks out a coherent cluster of correlated terms. While Figure 1 shows only four out of 300 topics that were derived, 
the topics are typically as interpretable as the ones shown here. This contrasts with the arbitrary axes of a spatial 
representation, and can be extremely useful in many applications (e.g., Griffiths & Steyvers, 2004; Rosen-Zvi, 
Griffiths, Steyvers, & Smyth, 2004; Steyvers, Smyth, Rosen-Zvi,  & Griffiths, 2004).  

The plan of this chapter is as follows. First, we describe the key ideas behind topic models in more detail, and 
outline how it is possible to identify the topics that appear in a set of documents. We then discuss methods for 
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Case Study: Latent Dirichlet Allocation 

LATENT DIRICHLET ALLOCATION

TheWilliam Randolph Hearst Foundation will give $1.25 million to Lincoln Center, Metropoli-
tan Opera Co., New York Philharmonic and Juilliard School. “Our board felt that we had a
real opportunity to make a mark on the future of the performing arts with these grants an act
every bit as important as our traditional areas of support in health, medical research, education
and the social services,” Hearst Foundation President Randolph A. Hearst said Monday in
announcing the grants. Lincoln Center’s share will be $200,000 for its new building, which
will house young artists and provide new public facilities. The Metropolitan Opera Co. and
New York Philharmonic will receive $400,000 each. The Juilliard School, where music and
the performing arts are taught, will get $250,000. The Hearst Foundation, a leading supporter
of the Lincoln Center Consolidated Corporate Fund, will make its usual annual $100,000
donation, too.

Figure 8: An example article from the AP corpus. Each color codes a different factor from which
the word is putatively generated.
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Modeling uncertainty over time 

!  Sometimes, we want to model a dynamic process: 
the value of the random variables change over time 
! Price of a stock 
! Patient stats, e.g. blood pressure, heart rate, blood 

sugar levels 
! Traffic on California highways 
! Pollution, humidity, temperature, rain fall, storms 
! Sensor tracking and detection 
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Modeling uncertainty over time 

!  Tracy got a new job working at the Coop. She works 
the late shift and doesn’t get off until 2am. When she 
works the late shift, I often observe her eyes are red 
the next day. But sometimes she stays up late doing 
homework, and her eyes are red anyways. 

!  What are questions we might be interested in asking? 
!  How can we model this domain as a Bayesian network? 

!  Suppose we also know that if Tracy works the late 
shift one night she is less likely to work the late shift 
the next night. 
 

!  How does this change the model? 

Modeling uncertainty over time 
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States and Evidence 

!  Model a dynamic process as a series of time slices 
!  Each time slice contains a set of random variables 

! We observe the value of some random variables called 
the evidence. Often denoted as Et 

! We don’t observe the value of some random variables 
called the state. Often denoted as Xt 

Transition Model 

!  We’re often interested in reasoning about the state variables 
Xt given the history X0:t-1 

!  Markov Assumption: the state variable Xt depends on a 
bounded subset of X0:t-1 

!  First order Markov Process: P(Xt|X0:t-1) = P(Xt|Xt-1) 

!  Second order Markov Process: P(Xt|X0:t-1) = P(Xt|Xt-1,Xt-2) 

Xt–2 Xt–1 Xt(a)

(b)

Xt+1 Xt+2

Xt–2 Xt–1 Xt Xt+1 Xt+2
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Transition Model 

!  We’re often interested in reasoning about the state variables 
Xt given the history X0:t-1 

!  Stationarity Assumption: the conditional distribution P(Xt|Xt-1) is 
the same for all t 
!  Need to specify only one conditional distribution 

Sensor (emission) model 

!  The state variables are responsible for generating (emitting) 
the evidence variables 

!  Sensor Markov Assumption: the evidence at time t is 
independent of every other random variable given the state at 
time t 
!  As a result, your state should encompass all relevant information for 

specifying the evidence 
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Hidden Markov Model 

!  Hidden Markov Models involve three things: 
!  Transition model: P(Xt|Xt-1) 
!  Emission (evidence) model: P(Et|Xt) 
!  Prior probability: P(X0)  

X2 Xt-1 Xt 

E2 Et-1 Et 

… X1 

E1 

X0 

Inference Tasks 

!  Filtering: P(Xt|e1:t) 
! Decision making in the here and now 

!  Prediction: P(Xt+k|e1:t) 
! Trying to plan the future 

!  Smoothing: P(Xk|e1:t) for 0 ≤ k < t 
! Gives a better (smoother) estimate than filtering by 

taking into account future evidence 
!  Most Likely Explanation (MLE): argmax P(x1:t|e1:t) 

! e.g., speech recognition, sketch recognition 
x1:t 
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Filtering: P(Xt|e1:t) 

!  A recursive state estimation algorithm 

X1 Xk-1 Xk Xk+1 Xt-1 Xt 

e1 ek-1 ek ek+1 et-1 et 

… 

Filtering: P(Xt|e1:t) 

X1 Xk-1 Xk Xk+1 Xt-1 Xt 

e1 ek-1 ek ek+1 et-1 et 

… 

!  Assume we already have p(Xt-1|e1:t-1) 
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Filtering: P(Xt|e1:t) 

X1 Xk-1 Xk Xk+1 Xt-1 Xt 

e1 ek-1 ek ek+1 et-1 et 

… 

!  Update from state Xt-1 to Xt 

Filtering: P(Xt|e1:t) 

X1 Xk-1 Xk Xk+1 Xt-1 Xt 

e1 ek-1 ek ek+1 et-1 et 

… 

!  Then incorporate the new evidence Et 
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The Forward Algorithm 
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Incorporate  
evidence 

Update state 
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The Forward Algorithm 

Emission Transmission + recursion 

p(X
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Filtering Example 

Rain1 Rain2 Rain3 

U1 U2 U3 

p(R0) = <0.5, 0.5> 

Rt-1 p(Rt | Rt-1) 

T 0.7 

F 0.3 

Rt p(Ut| Rt) 

T 0.9 

F 0.2 
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p(X = x, Y = y|Z = z) = p(X = x|Z = z) · p(Y = y|Z = z)

<
0.2

0.2 + 0.3
,

0.3

0.2 + 0.3
>=< 0.4, 0.6 >

p(X,Y ) / p(X|Y )

p(W,T ) =<
20

50
,
5

50
,
10

50
,
15

50
>=< .40, .10, .20, .30 >

p(j,m, a,¬b,¬e) = p(j|m, a,¬b,¬e)p(m|a,¬b,¬e)p(a|¬b,¬e)p(b|¬e)p(e)
= p(j|a)p(m|a)p(a|¬b,¬e)p(b)p(e)
= 0.9 · 0.7 · 0.001 · 0.999 · 0.998

p(b|j,m) /
X

e

X

a

p(b, j,m, e, a)

=
X

e

X

a

p(b) · p(e) · p(j|a) · p(m|a) · p(a|b, e)

= p(b)
X

e

p(e)
X

a

p(j|a) · p(m|a) · p(a|b, e)

p(B|j,m) = ↵ p(B)
X

e

p(e)
X

a

p(a|B, e) p(j|a) p(m|a)

= ↵ f1(B)
X

e

f2(e)
X

a

f3(A,B,E) f4(A) f5(A)

= ↵ f1(B)
X

e

f2(e) f6(B,E)

= ↵ f1(B) f7(B)

/
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Prediction 

!  Compute p(Xt+k | e1:t) for k > 0 
 
!  Given the equations for filtering, can you figure out 

how to do prediction? 
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p(X
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6

Smoothing: p(Xk|e1:t) for 1 ≤ k  < t 

Forward Algorithm 

The Backward Algorithm 

!  A recursive state estimation algorithm 

X1 Xk-1 Xk Xk+1 Xt-1 Xt 

e1 ek-1 ek ek+1 et-1 et 

… 
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The Backward Algorithm 

!  Assume we have p(Xk+1|ek+2:t) 

X1 Xk-1 Xk Xk+1 Xt-1 Xt 

e1 ek-1 ek ek+1 et-1 et 

… 

The Backward Algorithm 

!  Incorporate evidence via p(ek+1|Xk+1) 

X1 Xk-1 Xk Xk+1 Xt-1 Xt 

e1 ek-1 ek ek+1 et-1 et 

… 
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The Backward Algorithm 

!  Update the state via p(Xk+1|Xk) 

X1 Xk-1 Xk Xk+1 Xt-1 Xt 

e1 ek-1 ek ek+1 et-1 et 

… 

p(X
t+1|e1:t+1) = p(X

t+1|e1:t, et+1)

/ p(e
t+1|Xt+1, e1:t) p(Xt+1|e1:t)

= p(e
t+1|Xt+1) p(Xt+1|e1:t)

= p(e
t+1|Xt+1)

X

Xt

p(X
t+1, Xt

|e1:t)

= p(e
t+1|Xt+1)

X

Xt

p(X
t+1|Xt

, e1:t) p(Xt

|e1:t)

= p(e
t+1|Xt+1)

X

Xt

p(X
t+1|Xt

) p(X
t

|e1:t)

p(X
k

|e1:t) = p(X
k

|e1:k, ek+1:t)

/ p(X
k

, e
k+1:t|e1:k)

= p(e
k+1:t|Xk

, e1:k) p(Xk

|e1:k)
= p(e

k+1:t|Xk

) p(X
k

|e1:k)

p(e
k+1:t|Xk

) =
X

Xk+1

p(e
k+1:t, Xk+1|Xk

)

=
X

Xk+1

p(e
k+1:t|Xk+1) p(Xk+1|Xk

)

=
X

Xk+1

p(e
k+1|Xk+1) p(ek+2:t|Xk+1) p(Xk+1|Xk

)

6

p(X
t+1|e1:t+1) = p(X

t+1|e1:t, et+1)

/ p(e
t+1|Xt+1, e1:t) p(Xt+1|e1:t)

= p(e
t+1|Xt+1) p(Xt+1|e1:t)

= p(e
t+1|Xt+1)

X

Xt

p(X
t+1, Xt

|e1:t)

= p(e
t+1|Xt+1)

X

Xt

p(X
t+1|Xt

, e1:t) p(Xt

|e1:t)

= p(e
t+1|Xt+1)

X

Xt

p(X
t+1|Xt

) p(X
t

|e1:t)

p(X
k

|e1:t) = p(X
k

|e1:k, ek+1:t)

/ p(X
k

, e
k+1:t|e1:k)

= p(e
k+1:t|Xk

, e1:k) p(Xk

|e1:k)
= p(e

k+1:t|Xk

) p(X
k

|e1:k)

6

Smoothing: p(Xk|e1:t) for 1 ≤ k  < t 

Forward Algorithm 

Transmission Recursion Emission 
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Smoothing Example 

Rain1 Rain2 Rain3 

U1 U2 U3 

p(R0) = <0.5, 0.5> 

Rt-1 p(Rt | Rt-1) 

T 0.7 

F 0.3 

Rt p(Ut| Rt) 

T 0.9 

F 0.2 
P(r1|u1) P(r2|u1, u2) P(r1|u1 ,u2) 

0.818 0.883 ? 

Most Likely Explanation 

!  Find the state sequence that makes the observed 
evidence sequence most likely 

   argmax P(X1:t|e1:t) 
 
!  Recursive formulation: 

! The most likely state sequence for X1:t is the most likely 
state sequence for X1:t-1 followed by the transition to Xt 

! Equivalent to Filtering algorithm except summation 
replaced with max 

! Called the Viterbi Algorithm 

X1:t 
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Dynamic Bayesian Networks 

!  Any BN that represents a temporal probability 
distribution using state variables and evidence 
variables is called a Dynamic Bayesian Network 

 

!  A Hidden Markov Model is the simplest type of 
DBN 
! State is represented by a single variable 
! Evidence is represented by a single variable 
! Applications 

"  speech recognition 
" handwriting recognition 
" gesture recognition 

 

Approximate Inference in Dynamic BN 

!  Recall approximate inference algorithms from 
previous lecture 
! Direct sampling, rejection sampling, likelihood weighting 
! Gibbs sampling 
 

!  Likelihood weighting applied to DBN (with some 
modifications) is known as a Particle filter 
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Particle Filtering 

!  Likelihood weighting fixes the evidence variables 
and samples only the non-evidence variables 

!  Introduces a weight to correct for the fact that we’re 
sampling from the prior distribution instead of the 
posterior distribution 

weight = p(e1| Parents(e1)) * p(e2| Parents(e2)) …  

Particle Filtering 

!  Initialize 
! Draw N particles (i.e. samples) for X0 from the prior 

distribution p(X0) 

!  Propagate 
! Propagate each particle forward by sampling Xt+1 | Xt 

!  Weight 
! Weight each particle by p(et+1|Xt+1)  

!  Resample 
! Generate N new particles by sampling proportional to 

the weights. The new particles are unweighted 
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Particle Filtering 

 













  






































